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* Benchmarking graph methods (e.g., graph kernels, GNNs) (visited 7x - place)) eIV - place)
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: :action move at-robot loc-x1-y1
* Offering a large-scale data set complementary to current benchmarks O T urpos e ety
nextpos - place) (connected loc-x0-y0 loc-x1-y0)
i 5 :precondition (and (connected loc-x0-y0 loc-x0-y1)
* Leveling up computational challenges for graph methods P Lt mobot 2curpos) (connected TocxB-v1 Tocxiol)
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* |PC has two self-contained versions---grounded and lifted---from the (a) Problem (1n PDDL) (b) Grounded graph (c) Lifted graph
same set of planning problems

* Both versions are directed graphs. The lifted version is acyclic
* Each version contains 2,439 graphs (train/val/test = 2,008/286/145) BaCkgrOund On Planning Example Use

* Each graph has 17 numeric target values

Granh nod ooed with ot feat * The data set is based on tasks in International Planning Competitions. * Multilabel classification: For each planning task (graph), predict which
* Graph nodes are equipped with one-hot features . o | L .

) bl | *  The goal of cost-optimal planning is to produce provably cost-optimal planners (targets) solve the task within time limit.

Graph generator and |abeling (target values) are computer solutions within a time limit. * Refined problem: Because only one planner is needed, it suffices to

programmed; hence, the data set can be extended if needed

* There exists many cost-optimal planners. Which one to use? choose the one with the lowest probability of timeout.

* Accuracy results. Left: using the split provided by the data set. Right:
using random train/val re-split on IPC-lifted.

* Problem Description Graph (called grounded representation) m m Domain Splits | Random Splits
CNN
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» The graphs are significantly larger than other benchmarks (39% in IPC- - Abstract Structure Graph (called lifted representation) 73.1%  86.9% CNN  82.1% (6.6%) 86.1% (5.5%)
grounded and 63% in IPC-lifted have > 1k nodes) GCN 80.7%  87.6% GCN  85.6% (5.5%) 87.2% (3.5%)

* We use the problems in IPC 2018 as the test set and those in prior-year
 The largest graph is the memory bottleneck in GNN training. competitions as the training/validation set. GG-NN 77.9%  81.4% GG-NN  76.6% (5.8%) 74.4% (2.7%)

* To answer the question, we set a portfolio of 17 planners, construct a
graph for each planning problem, and apply graph classification.

* We construct two graph versions:

* Graph sizes are highly skewed

* What does it mean by saying “a graph with 10 nodes is similar to

another one with 100k nodes?” : | | | |
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* Similar to other data sets, the IPC graphs are not necessarily connected. Distribution
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* However, the main connected component generally dominates.

* The graphs have a moderate diameter

* Does diameter affects the number of GNN layers? T T
. The lifted graphs are the most sparse. - IPC-grounded |  IPC-lifted LTk B INARY COLLAB NCI1 “ PROTEINS ENZYMES MUTAG
DAG

Type directed undirected undirected undirected undirected undirected undirected undirected undirected
#Graphs 2,439 2,439 11,929 2,000 5,000 4,110 1,178 1,113 600 188
Total #Nodes 6,233,856 9,816,948 4,669,116 859,254 372,474 122,747 334,925 43,471 19,580 3,371
Graph Construction Max #Nodes 87,140 238,909 3,782 3,782 49?2 111 5,748 620 126 28
Mean (Std) 2555.9 4025.0
o 5099 0 507 E 391.4 (428.7) 429.6 (554.1)  74.5 (62.3) 29.9 (13.6)  106.5(284.3)  39.1 (45.8) 32.6 (15.3) 18.0 (4.6)
* For Problem Description Graph, see Sievers, S., Katz, M., Sohrabi, S., odes ( .0) ( .6)
Samulowitz, H., and Ferber, P. Deep learning for cost-optimal planning: /':"eag (5td) 15 3(131.0) 2.9 (35.1) 4.7 (27.6) 4.6(41.3)  132.0(158.5) 4.3 (1.6) 10.1 (3.4) 7.5 (2.3) 7.6 (2.3) 4.4 (1.5)
Task-dependent planner selection. In Proc. AAAI 2019. Ve LEBree
Mean (Std
* For Abstract Structure Graph’ see Sievers’ S’ Roger’ G’ Wehr'e’ M’ and #Cé ) 1.09 (061) 1.14 (049) 2.81 (265) 2.48 (247) 1 (O) 1.19 (057) 1.02 (018) 1.08 (052) 1.24 (361) 1 (O)
Katz, M. Theoretical foundations for structural symmetries of lifted Mean (Std)

PDDL tasks. In Proc. ICAPS 2019. i eter 8.2 (2.3) 17.1 (1.5) 10.9 (3.1) 9.7 (3.1) 1.9 (0.3) 13.3 (5.1) 19.9 (7.7) 11.6 (7.9) 10.9 (4.8) 8.2 (1.8)



