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Empirical	Risk	Minimization													à
• In	standard	learning	theory,	we	learn	the	parameters	of	a	model	by	

minimizing	the	risk:

• For	large	models,	the	minimization	is	typically	done	through	stochastic	
gradient	descent:	Update	the	model	with	one	training	example	(or	a	
mini-batch	of	examples)	each	time:

• The	problem	for	graphs	is	that	one	node	is	related	to	many	other	
nodes,	hence	the	sample	gradient	is	very	expensive	to	compute.

Theoretical	Result																																	à
• Recall	that	we	approximate	the	loss	function	f	by	sampling	the	l-th layer	

with	tl nodes:

• Theorem:	The	approximator is	strongly	consistent:

• The	result	may	be	easily	generalized	to	the	gradient:

Scalability	Challenge																												à

Experimental	Results																											à

Proposed	Solution:	FastGCN

Experimental	Results

Generalize	to	Integral	Transform					à
• Let	the	graph	G	have	a	vertex	set	V
• We	generalize	it	to	an	infinite	graph	G’	with	vertex	set	V’,	and	an	

associated	probability	space	(V’,	F,	P)	…
• … such	that	G	is	induced	from	G’	and	the	nodes	in	V	are	iid samples	of	

V’	according	to	probability	measure	P
• Now,	one	layer	of	GCN	…

• … becomes

Sampling	Each	Layer
• We	may	perform	Monte	Carlo	approximation	for	the	integral	in	each	

layer.	For	the	l-th layer,	use	tl iid samples	~	P:

• In	practice,	this	sampling	means	using	tl iid nodes	~	Uniform	to	
approximate	matrix	multiplication	(because	vertex	set	is	already	iid ~	P)

• Furthermore,	for	variance	reduction,	we	may	use	tl iid nodes	~	Q	to	
perform	sampling.	The	optimal	distribution	Q	is	not	efficient	to	
compute,	but	setting	Q	to	be	proportional	to	the	squared	column	
norms	of	the	normalized	adjacency	matrix	A	works	fairly	well	in	practice

Starting	from	a	single	node	(brown),	
after	a	few	layers,	almost	the	whole	
graph	will	be	touched.	For	stochastic	
optimization,	this	means	that	a	mini-
batch	is	very	expensive	to	compute.

We	propose	that	for	each	layer,	sample	
a	fixed	number	of	neighbors	only.

Graph	convolution	is	
similar	to	image	
convolution:	Sum	up	the	
contributions	of	the	
neighbors	to	update	the	
representation	of	itself.
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Table 2: Benefit of precomputing ÂH(0) for
the input layer. Data set: Pubmed. Train-
ing time is in seconds, per-epoch (batch size
1024). Accuracy is measured by using micro
F1 score.

Sampling Precompute
t1 Time F1 Time F1
5 0.737 0.859 0.139 0.849
10 0.755 0.863 0.141 0.870
25 0.760 0.873 0.144 0.879
50 0.774 0.864 0.142 0.880
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Figure 2: Prediction accuracy: uniform versus impor-
tance sampling. The three data sets from top to bottom
are ordered the same as Table 1.

the last step is a constant throughout training. Hence, one may precompute the product rather than
sampling this layer to gain efficiency. The compared results are listed on the right part of Table 2
(columns under “Precompute”). One sees that the training time substantially decreases while the
accuracy is comparable. Hence, all the experiments that follow use precomputation.

Next, we compare the sampling approaches for FastGCN: uniform and importance sampling. Fig-
ure 2 summarizes the prediction accuracy under both approaches. It shows that importance sampling
consistently yields higher accuracy than does uniform sampling. Since the altered sampling distri-
bution (see Proposition 4 and Algorithm 2) is a compromise alternative of the optimal distribution
that is impractical to use, this result suggests that the variance of the used sampling indeed is smaller
than that of uniform sampling; i.e., the term (9) stays closer to (8) than does (6). A possible reason
is that b(u) correlates with |x(u)|. Hence, later experiments will apply importance sampling.

We now demonstrate that the proposed method is significantly faster than the original GCN as well
as GraphSAGE, while maintaining comparable prediction performance. See Figure 3. The bar
heights indicate the per-batch training time, in the log scale. One sees that GraphSAGE is a sub-
stantial improvement of GCN for large and dense graphs (e.g., Reddit), although for smaller ones
(Cora and Pubmed), GCN trains faster. FastGCN is the fastest, with at least an order of magnitude
improvement compared with the runner up (except for Cora), and approximately two orders of mag-
nitude speed up compared with the slowest. Here, the training time of FastGCN is with respect to
the sample size that achieves the best prediction accuracy. As seen from the table on the right, this
accuracy is highly comparable with the best of the other two methods.
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FastGCN
GraphSAGE
GCN Micro F1 Score

Cora Pubmed Reddit
FastGCN 0.850 0.880 0.937

GraphSAGE-GCN 0.829 0.849 0.923
GraphSAGE-mean 0.822 0.888 0.946

GCN (batched) 0.851 0.867 0.930
GCN (original) 0.865 0.875 NA

Figure 3: Per-batch training time in seconds (left) and prediction accuracy (right). For timing,
GraphSAGE refers to GraphSAGE-GCN in Hamilton et al. (2017). The timings of using other ag-
gregators, such as GraphSAGE-mean, are similar. GCN refers to using batched learning, as opposed
to the original version that is nonbatched; for more details of the implementation, see the appendix.
The nonbatched version of GCN runs out of memory on the large graph Reddit. The sample sizes
for FastGCN are 400, 100, and 400, respectively for the three data sets.
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the last step is a constant throughout training. Hence, one may precompute the product rather than
sampling this layer to gain efficiency. The compared results are listed on the right part of Table 2
(columns under “Precompute”). One sees that the training time substantially decreases while the
accuracy is comparable. Hence, all the experiments that follow use precomputation.
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We now demonstrate that the proposed method is significantly faster than the original GCN as well
as GraphSAGE, while maintaining comparable prediction performance. See Figure 3. The bar
heights indicate the per-batch training time, in the log scale. One sees that GraphSAGE is a sub-
stantial improvement of GCN for large and dense graphs (e.g., Reddit), although for smaller ones
(Cora and Pubmed), GCN trains faster. FastGCN is the fastest, with at least an order of magnitude
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GraphSAGE refers to GraphSAGE-GCN in Hamilton et al. (2017). The timings of using other ag-
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for Cora and Reddit, and 1024 for Pubmed. Dropout rate is set as 0. We use Adam as the opti-
mization method for training. In the test phase, we use the trained parameters and all the graph
nodes instead of sampling. For more details please check our codes in a temporary git repository
https://github.com/matenure/FastGCN.

Hardware: Running time is compared on a single machine with 4-core 2.5 GHz Intel Core i7, and
16G RAM.

C ADDITIONAL EXPERIMENTS

C.1 TRAINING TIME COMPARISON

Figure 3 in the main text compares the per-batch training time for different methods. Here, we list
the total training time for reference. It is impacted by the convergence of SGD, whose contributing
factors include learning rate, batch size, and sample size. See Table 4. Although the orders-of-
magnitude speedup of per-batch time is slightly weakened by the convergence speed, one still sees a
substantial advantage of the proposed method in the overall training time. Note that even though the
original GCN trains faster than the batched version, it does not scale because of memory limitation.
Hence, a fair comparison should be gauged with the batched version. We additionally show in
Figure 4 the evolution of prediction accuracy as training progresses.

Table 4: Total training time (in seconds).

Cora Pubmed Reddit
FastGCN 2.7 15.5 638.6

GraphSAGE-GCN 72.4 259.6 3318.5
GCN (batched) 6.9 210.8 58346.6
GCN (original) 1.7 21.4 NA
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Figure 4: Training/test accuracy versus training time. From left to right, the data sets are Cora,
Pubmed, and Reddit, respectively.

C.2 ORIGINAL DATA SPLIT FOR CORA AND PUBMED

As explained in Section 4, we increased the number of labels used for training in Cora and Pubmed,
to align with the supervised learning setting of Reddit. For reference, here we present results by
using the original data split with substantially fewer training labels. We also fork a separate version
of FastGCN, called FastGCN-transductive, that uses both training and test data for learning. See
Table 5.
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